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Abstract. The problem of maximizing or minimizing the spreading in
a social network has become more timely than ever with the advent of
fake news and the coronavirus epidemic. The solution to this problem
pertains to influence maximization algorithms that identify the right
nodes to lockdown for epidemic containment, hire for viral marketing
campaigns, block for online political propaganda etc. Though these al-
gorithms have been developed for many years, the majority of the litera-
ture focuses on scalability issues and relaxing the method’s assumptions.
In the recent years, the emergence of new complementary data and more
advanced machine learning methods for decision have guided part of
the literature towards learning-based approaches. These can range from
learning how information spreads over a network, to learning how to
solve the combinatorial optimization problem itself. In this tutorial, we
aim to dissentangle and clearly define the different tasks around learn-
ing for influence applications in social networks. More specifically, we
start from traditional influence maximization algorithms, describe the
need of influence estimation and delineate the state-of-the-art on influ-
ence and diffusion learning. Subsequently, we delve into the problem of
learning while optimizing the influence spreading which is based on on-
line learning algorithms. Finally, we describe the latest approaches on
learning influence maximization with graph neural networks and deep
reinforcement learning.
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1 Introduction and Objectives

Social influence governs multiple aspects of our lives. From deciding the product
you will buy and the restaurant you will visit, to adapting political ideas and
getting infected from viruses, peer pressure and the amount and quality of the
interaction with other people can be a deciding factor for a person’s life. In the
real world it can be used from epidemic containment [7] to diminishing the mis-
information in social networks [10,3]. To this end, social influence is a concept
worth studying and the problem of influence maximization is one of the most
challenging and timely in social network analysis. In its core, influence maximiza-
tion is a combinatorial optimization problem that aims to find a bounded set of
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nodes in a network that can maximize spreading. This spreading might refer to
political propaganda, product purchasing intent, a virus etc. Though the initial
theoretical setting is rather well-studied, it suffers from some assumptions that
restrict its effectiveness in the real world. For example, it has been observed
that ignoring the structural impact of a node in influence relationships leads
to inaccurate spreading prediction [1]. Moreover, the network topology alone is
known to fail on predicting the spreading without temporal information [16,2]
or content [4].

Recently, novel methodologies have emerged that either merge influence max-
imization with learning-based components from extraneous data, or fully trans-
form it in a learning problem. In this tutorial, we are going to go through the
literature connecting influence maximization with machine learning methodolo-
gies. These can be separated in the sections outlined below, which resemble so-
lutions to the different problems pertaining to influence maximization. Method-
ologically this includes learning models ranging from recurrent neural networks
and point processes, to multi-armed bandits, reinforcement learning and graph
neural networks. From an algorithmic concepts, we delineate the basics of sub-
modular maximization and performance guarantees, as well as heuristics and
sketching. For each part of the tutorial, we aim to explain the most vital pa-
pers on the problem, discussing also some variants and extensions. The target
audience of the tutorial includes (i) researchers in the area of machine learning,
data mining, and web engineering with applications to social media and network
analysis; (ii) graduate students interested in graph mining, algorithms, and ma-
chine learning; (iii) practitioners and members of industrial partners relevant to
recommender systems, epidemiology, or marketing. The assumed background is
sufficient knowledge of probabilities, graph concepts, and algorithm design.

Overall, we expect that the tutorial will be of great value for the ICWE
community because of the aforementioned reasons on how timely is the problem.
It could be argued that it is one of the most crucial problems in current social
network analysis, with important implications in the real world. Its connection
to the aforementioned fields as well as computational journalism renders it also
rather interdisciplinary, hence its effect will be broad and lasting. The tutorial
slides along with additional resources will be available online3.

2 Outline of the Tutorial

In this section, we give a tentative outline of the tutorial. The proposed duration
of the tutorial is half a day.

1. Introduction
– What is influence
– Exemplary applications
– Metrics for influencer identification [22,28]
– What is a diffusion cascade

3 http://fragkiskosm.github.io/projects/influence_learning_tutorial/
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– Influence evaluation [25]

2. Traditional Influence Maximization
– Influence maximization [17]
– Faster heuristics [5]
– Faster algorithms [20,27]

3. Influence and Diffusion Learning
– The need for influence estimation [1]
– Learning influence [13,12,11]
– Influence Maximization with influence estimation [24,26,14]
– Diffusion prediction using neural networks [21,15]
– Diffusion prediction using point-processes [30,8]

4. Learning Influence Maximization
– Learning combinatorial optimization [18]
– Graph reinforcement learning for IM [9,23]

5. Online Influence Maximization
– Multi-armed bandits with edge feedback [6,29]
– Multi-armed bandits with node feedback [19]

6. Summary and Open Problems
– Realistic influence maximization
– Pointer to other tutorials and data
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